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Unsafe Harbor

ÁThis room is an unsafe harbor

ÁYou can rely on the information in this presentation to help you protect your 
data, your databases, your organization, and your career

ÁNo one from Oracle has previewed this presentation

ÁNo one from Oracle knows 

what I'm going to say

ÁNo one from Oracle has 

supplied any of my materials

ÁEverything we will discuss is 

existing, proven, functionality
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ÁIntroduction

ÁWhy Engineered By Oracle Matters

ÁOracle Engineered System
ÁOracle Database Appliance (ODA)

ÁExadata (Exa)

ÁExadata Cloud Machine (ExaCM)

ÁPrivate Cloud Appliance (PCA)

ÁOracle Cloud Machine (OCM)

ÁInfrastructure as Code (IaC)

Agenda
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Daniel Morgan

ÁOracle ACE Director Alumni

ÁOracle Educator

Á Curriculum author and primary program instructor at University of Washington

Á Consultant: Harvard University

Á University Guest Lecturers

ÁAPAC: University of Canterbury (NZ)

ÁEMEA: University of Oslo (Norway)

ÁLatin America: Universidad Cenfotec, Universidad Latina de Panama, Technologico de Costa Rica

Á jIT Professional
Á First computer: IBM 360/40 in 1969: Fortran IV

Á Oracle Database since 1988-9

Á Beta Tester 10g, 11g, 12c, TimesTen, GoldenGate

Á Member Oracle Data Integration Solutions Partner Advisory Council

Á Co-Founder International GoldenGate Oracle Users Group

Á Co-Founder International Oracle Cloud Users Group

ÁPrincipal Adviser: Forsythe Meta7

System/370-145 system console

email: dmorgan@forsythe.com
Twitter: @damorgan12c
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My Websites: Morgan's Library

Á The Morgan behind www.morganslibrary.org



6

ÁIntroduction

ÁWhy Engineered By Oracle Matters

ÁOracle Engineered System
ÁOracle Database Appliance (ODA)

ÁExadata (Exa)

ÁExadata Cloud Machine (ExaCM)

ÁPrivate Cloud Appliance (PCA)

ÁOracle Cloud Machine (OCM)

ÁInfrastructure as Code (IaC)

Agenda



7

Let's Talk About Blades

ÁThis may look like a lot of computing power ... it is

ÁBut this does not look like a lot of 
dedicated NIC cards ... because it isn't

Á In even the least expensive "pizza box" servers
there are more individually configurable
NIC cards and far more redundancy to
eliminate single points of failure

Á There is a lot more to networking than
bandwidth

ÁWhat matters most to databases is a stable
platform that can handle peak loads
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What Our Customers Should Be Thinking

Á If blade servers are such a great database technology ...

Á Why doesn't Oracle sell blade servers for databases?

Á Why doesn't Oracle use blade architecture in the Oracle Database Appliance (ODA)?

Á Why doesn't Oracle user blade architecture in the Exadata and SuperCluster?

Á Why isn't blade architecture used by IBM for their P Series servers?

Á Why isn't blade architecture used by IBM for their Z Series frames?

Á Why isn't blade architecture used by IBM for Netezza?

Á Or by Teradata?

Á Or by Fujitsu for their M series?

ÁThe reason is that blade servers were designed for a very different purpose

Á They perform their design purpose very well

Á That purpose, however, has nothing to do with hosting databases

Á Using blade servers for databases is using the wrong tool for the 
job ... and the outcome is very often not a good one
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What Oracle Support Says
RAC: Frequently Asked Questions (Doc ID 220970.1)

The following best practices should be followed:

The Cluster Interconnect VLAN must be on a non-routed IP subnet.

All Cluster Interconnect networks must be configured with non-routed IPs. The server-server communication should be single hop through the switch 

via the interconnect VLAN. There is no VLAN-VLAN communication.

Oracle recommends maintaining a 1:1 mapping of subnet to VLAN.

The most common VLAN deployments maintain a 1:1 mapping of subnet to VLAN. It is strongly recommended to avoid multi-subnet mapping to a 

single VLAN. Best practice recommends a single access VLAN port configured on the switch for the cluster interconnect VLAN. The server side 

network interface should have access to a single VLAN.

Troubleshooting gc block lost and Poor Network Performance in a RAC Environment (Doc ID 563566.1)

6.  Interconnect LAN non-dedicated

Description: Shared public IP traffic and/or shared NAS IP traffic, configured on the interconnect LAN will result in degraded application performance, 

network congestion and, in extreme cases, global cache block loss.

The interconnect traffic should not be shared with public or NAS traffic.

Recommendation for the Real Application Cluster Interconnect and Jumbo Frames (Doc ID 341788.1)

Failing to properly set these parameters in all nodes of the Cluster and Switches can result in unpredictable errors as well as a degradation in 

performance.
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Questions We As IT Professionals Need To Answer

ÁWhy does deployment take so long and cost so much?

ÁWhy are we spending so much on support?

ÁWhy does patching so often break something new?

ÁWhy do we spend so much time fighting fires?
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IT When We Describe It To Our Family and Friends

lindsay lohan
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IT Infrastructure Meets a Single Point of Failure

lindsay lohan
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Puzzle Pieces

Credit Card Processing

ODA Primary

ODA Local Standby

Data Domain

Each connection shown must be multiplexed and bonded

Exadata 1/4

Public

10gEth

Legacy Database Application Servers & SAN

Sun ZFS 7420

Backup Cloning

Server 1

Server 2

Cell 1

Cell 2

Cell 3

PDU 1

PDU 2

KVM

Controller 1

Controller 2

PDU 1

PDU 2

1gEth Switch Fabric

Private

10gEth

Tape Library

Switches
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Static Puzzle Pieces

Manufacturer & Model

SAN, NAS, iSCSI, DASD

O/S Version, File System / RAW

Patch Level

R/W Cache Configuration

Drives & Drive Shelves

Storage

Edition

Version

Patch Level

init Parameters

Character Set

Compression

Database

Manufacturer & Version

Drivers

Patch Level

Character Set

Other Apps: Antivirus, Email, TripWire, Netbackup

O/S

32bit / 64 bit

Manufacturer & Model

Sockets, cores, threads

RAM

Internal Drives

HBA / NIC Cards

Kernel Configuration

Server

Onboard Drivers

Manufacturer & Model

Protocols

Uplink Modules (IB, FCoE, SPF+, 10gEth)

Firmware

Patch Level

Switch Configuration Parameters

Firewalls & Identity Management

Network
Bonding
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Animated Puzzle Pieces
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Embracing A Barrel of Squid
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The Truth About Puzzle Pieces

ÁThe decisions we've made in the past guarantee that

Á No one has ever built a RAC cluster with your specific configuration

Á No one has ever applied operating system and firmware patches to your configuration

Á No one has ever patched your specific configuration

Á Oracle has never tested and certified your specific configuration

Á No one in support can exactly duplicate your specific environment
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Loneliness

The solution is to make

different ...

and better ...

decisions


